Federal research
Data requirements set to change

FERPA, HIPAA, FOIA, and other sunshine laws, National Science Foundation data-management plans\(^1\)—grant-funded research data has had compliance strings attached for some time. Attention to research data is now even more heightened following the responses of the federal agencies in August to the Obama Administration’s Office for Science and Technology Policy (OSTP) directive from February 2013.\(^2\) Research libraries will need to educate and partner with researchers to improve understanding and compliance, promote proper archiving of digital data, and expand discovery and reuse of research datasets.

History
Previous federal legislation governing data from funded research focused on maintaining privacy and security. Examples include the national security requirements surrounding data for Departments of Defense and Energy grants, as well as the stringent requirements facing federal research subcontractors under the Federal Information Security Management Act (FISMA).

Perhaps the most broadly known example of data-related security legislation is the Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule of 1996. With mandated compliance after 2003, protected health information, including everything that could allow for personal identification of a patient from their data, was now regulated for use, reuse, and disclosure. When passed, this had significant impact on the accessibility of health data to researchers, with reports of greatly increased costs, time burdens, and difficulty in obtaining research data.\(^3\) Research institutions currently seek new ways to obtain de-identified health information for greater researcher access, a process that may spur HIPAA reform.

The National Institutes of Health (NIH) for some time boasted the only major federal data-sharing mandate: “Starting with the October 1, 2003 receipt date, investigators submitting an NIH application seeking $500,000 or more in direct costs in any single year are expected to include a plan for data sharing or state why data sharing is not possible.”\(^4\) This requirement has been honored more in the breach than the observance, clinical confidentiality often serving as an all-purpose reason not to share.

Beginning January 18, 2011, NSF required that all grant applicants submit a two-page research data management plan. While best practices for data management were already well established in some fields (e.g., earth science, psychology), many disciplines began to consider for the first time what those data management plans should include for them.\(^5\)
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While the mandate required the data plan, no specific requirements for best practices or gold standards were included, nor was data sharing mandated NSF-wide, though individual NSF divisions and directorates may mandate it, and some (e.g., Earth Sciences) do. The general expectation of the research community was that as best practices became apparent to grant reviewers, standards for the data management plans would increase, as would the impetus to share data.

The Data Management Plan Tool, from the California Digital Library and partners, is one tool that has been created to assist researchers in templating data management plans. While no researchers have stepped forward to list their failure to obtain a grant due to a poor data management plan, anecdotal data suggests that reviewers have passed where the plan did not meet new and rising expectations.

Shortly after the NSF mandate came the highly publicized pushback from the research community against the Research Works Act (RWA) proposed to the 112th US Congress in December 2011. This publisher-driven bill primarily focused on academic research articles published in peer-reviewed journals, and was poised to revoke the 2008 NIH Public Access Policy as well as prohibiting other federal agencies and colleges and universities from requiring open access from their grantees and employees.

Researcher Heather Piwowar pointed out that the bill also included sweeping language that would have subsumed “all published” research datasets (including those in tables, supplementary information, and presumably nonfederal data archives) in the open-access prohibition. Ultimately, in response to the overwhelmingly negative reaction of the research and education community, the sponsors withdrew their support for the bill.

In direct response to RWA, the Federal Research Public Access Act (FRPAA) was re-introduced to Congress in February 2012. This act, however, focused specifically on the final outcome—the journal articles—produced from the funded research of 11 federal agencies. In specific regards to data, the bill states “laboratory notes, preliminary data analyses, notes of the author, phone logs, or other information used to produce final manuscripts” were to be excluded from the mandate. Despite support, this bill was referred to committee, from which it did not emerge before the end of the congressional calendar.

OSTP memo

An even greater grassroots response than the opposition to RWA emerged from the May 2012 launch of a White House petition entitled “Require free access over the Internet to scientific journal articles arising from taxpayer-funded research.” This was one of the first petitions to face the then-new requirement of reaching 25,000 signatures during the 30-day window, a milestone achieved in barely more than one week. While this petition primarily targeted access to the journal articles produced through scholarly research, the ultimate response to it also focused on data.

The White House’s February 2013 response to this petition and comments from the research and library communities gathered by OSTP between November 2011 and January 2012 helped form the eventual policy memorandum from the White House and Obama Administration through the OSTP.

This document, also released in February 2013, instructed the heads of executive departments and agencies with a research and development budget of more than $100 million annually to develop policies and plans to disseminate publicly funded research openly. The memo does not solely focus on journal articles, ending its first paragraph with the clear statement that “such results include peer-reviewed publications and digital data.”

Further, section 4 of the document outlines the specific objectives for both preserving research data and ensuring that it becomes speedily accessible, within boundaries of privacy concerns, national security, current law, etc. The memo gave agencies six
months to develop specific procedures and report them to OSTP; draft plans were due in August 2013.

A further White House Executive Order was then issued in May 2013, which required that federal agencies “collect or create information in a way that supports downstream information processing and dissemination activities.” The requirements in the document included open formatting, usable metadata, data standards, and machine readability. The agencies were also charged with creating data inventories with the focus of providing a clearer picture of what data could be shared and improving government transparency.

In June, many major publishers put forth a proposal called CHORUS to address the open-access requirements spelled out in the OSTP memo. The Association for Research Libraries (ARL), the Association of American Universities (AAU), and the Association of Public and Land-grant Universities (APLU) issued their own proposal, SHARE, shortly thereafter. Neither proposal fully addresses the data-sharing requirements outlined in the OSTP memo, and federal agencies are under no explicit onus to accede to, or even heed, either proposal.

Libraries and open data

Open sharing of data has previously varied widely by discipline. Data sharing tends to be more common with expensive-to-gather data such as astronomy, meteorology, or certain kinds of earth science data, while it is less common with medicine or library-science data.

One well-established example of required data sharing is GenBank from the National Center for Biotechnology Information (NCBI). While researchers are permitted to delay public access to submitted sequences in GenBank for a reasonable amount of time in order to publish their findings, the research and publishing communities expect sequences to be deposited promptly into GenBank, which currently holds more than 150 billion bases. This expected sharing facilitated the speed at which the Human Genome project was first completed and has provided extensive medical benefits, such as the 2005 identification of an isolated case of polio in the United States.

As further information about the drafts from the federal agencies coalesces, one clear theme emerges: increasing requirements for preserving and sharing federally funded research data and an associated increase in reuse of existing data. No matter whether federal agencies choose a solution resembling CHORUS, SHARE, or NIH’s existing PubMed Central, these new challenges offer a number of opportunities for libraries and librarians.

As with the NIH Public Access Policy, alerting researchers and keeping campus administrators well-informed will be the first order of business. Liaison librarians are, as always, the natural conduits to faculty, while associate university librarians and university librarians will need to undertake communication with campus IT and high-level university administrators in collaboration with research offices. In disciplines where data sharing is not the norm, this communication is liable to be ticklish and difficult, as dismayed researchers worry about scooping, data licensing, expense, and the often-considerable added effort involved in readying data for sharing.

Should federal agencies converge on a solution resembling SHARE, institutional repositories and their managers will find themselves rudely thrust back into the limelight. Implementing SHARE would demand substantial immediate investment in technological improvements to institutional repository software. Repositories running on a skeletal staff complement, as many do, will also need considerable extra staff reinforcement, at least temporarily, if they are to withstand the sudden onslaught of faculty and external service demands. And due to the expected multiplicity of policies, liaison librarians will need continuing education in order to effectively collaborate with faculty to find the best data management and curation practices, understand
requirements for compliance, improve data discovery and reuse, and document data reuse and impact.

Whichever model federal agencies choose, the ensuing rush of open data will create considerable demand for data-specific reference and instruction, well beyond current emphasis on data-management planning. From data citation to data preservation to alternative metrics that take data production and reuse into account alongside commonly accepted (though flawed) measures such as journal impact factor, researchers at all stages in their careers will legitimately find themselves in need of exactly the kind of guidance academic librarians can offer.
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Others liked the aspect of getting to know library employees from different parts of the library and are now engaged in networking and talking about library issues with them.

One coder indicated that it was “really energizing” and all coders enjoyed seeing the positive comments as well. Two coders who said they would not participate again felt that trained students could do the coding or said they would only do it if they felt obligated. One mentioned, “I’ll do it to be a team player, but I would rather not.” Two were neutral about future participation.

Conclusion
The focus group comments helped us to see where we could improve the process the next time around. Conversations with the library’s Administrative Council helped us determine the methods of sharing the information library-wide. Plans were made to disseminate the findings as widely as possible throughout the library and provide discussion venues for all employees. The comments in their entirety were posted on the library’s internal wiki, along with comments arranged by the discipline of the survey participant.

Additionally, a session during the fall library retreat was devoted to working with the comments in groups. The group discussion reaped even more ideas from library personnel in regards to addressing the concerns of library patrons. Even though we have done a lot of work with the comments, the process is not complete. We will hold a discussion in a library-wide meeting to prioritize problems needing solutions. Thus far the project has served as a unique learning experience for the library and has proved to be of great benefit to all library employees involved.

Note